Para los árboles: una vez hemos sacado la importancia de las variables en un modelo, tenemos un parámetro que nos permite especificar como queremos otorgar esa importancia (feature\_importance = ***gain*** o *nº de veces que el árbol segmenta* en función de x)

Crear una variable sintética y obtener la importancia que le otorga el modelo a esta… y luego nos deshacemos de todas aquellas variables a las que el modelo les otorgue una importancia MENOR a la aleatoria)